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In this Coursework, I finished the first 5 tasks individually, and discussed with other members’ work to check and merge our codes. For task 6, we worked for one part and I was responsible for activation function. By running different activation functions and compared their accuracy and other features, I figured out the best combination which is relu with softmax. Furthermore, I also tried other functions which are not contained in this assignment such as tanh, linear and swish. Finally, for our final version code, I tested the output of each part to ensure they worked fine.